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Abstract. The ability to grasp objects of different size and shape is
one of the most important skills of a humanoid robot. Human grasping
integrates a lot of different senses. In particular, the tactile sensing is
very important for a stable grasping motion. When we lift a box without
knowing what is inside, we do it carefully using our tactile and propri-
oceptive senses to estimate the weight and thus, the force necessary to
hold and to lift this box. In this paper we present an adaptive controlling
mechanism which enables a robot to grasp objects of different weights.
Thereby, we only use the proprioceptive sensors like positions and electric
current at the joints and force sensors at the end-effectors providing the
robot with tactile feedback. We implemented and tested our approach
on a humanoid robot.

1 Introduction

One of the features that made humans a very successful living being is their
ability to grasp and manipulate objects. Such feature granted humans the possi-
bility to modify and adapt the surrounding environment making it more suitable
to their own needs. For such reason, grasping and manipulating objects can be
seen as a strategic goal for robotics. Restraining objects is a not trivial task due
to each object’s geometrical and physical peculiarities.

In particular, to grasp objects of different weights requires different force to be
applied for holding as well as for lifting. It has been shown in case of humans that
the force is adjusted anticipatory for both, the grasping as well as the lifting of
the object. At this junction anticipatory means a pre-evaluation based on certain
assumptions, e.g., on experience or visual analysis of the object. However, a
wrongly estimated force can quickly be adjusted while grasping before the fingers
are slipping on the surface (cf. [6]). These adjustments are very reactive and not
pre-planned by the higher cognition. As discussed in [9] this reflex is also called
the grasping force control reflex. Some research has been done on implementing
grasping reflexes on anthropomorphic robotic hands [4]. In particular, in [7] it
has been tried to imitate the primitive grasping reflex to grasp unknown objects.

In this paper we present an implementation of an adaptive bimanual grasping
motion on a humanoid robot Nao [5], which is based on the concept of humans’
grasping force control reflex. According to [3] this work with limited hardware
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can be considered to the minimalistic approach to design. Our algorithm is espe-
cially able to adapt to objects of different weights by only using proprioceptive
sensors and tactile feedback. Thereby, only a few assumptions regarding the
properties of the objects are made. The basic idea is as simple as human strat-
egy: the robot tries to lift an object with as less force as possible and increases
its efforts in case it does not succeed. In order to recognize whether the object is
grasped or not we use proprioceptive sensors of the robot. The whole algorithm
is realized by local sensory loops. Thus, it is highly adaptive and requires only
little computational resources.

These discussed methods adapt in a reflex-like manner to the respective situa-
tion without planning more than one step in advance as well as without extensive
models or knowledge about the environment and about object to be grasped.
These local cognition methods may be embedded in existing grasping methods
and as a result, make them more robust to noise and environmental changes.
By the way we implicitly explore properties of the object to be grasped, like the
weight. This task belongs to the field of haptics more than to robotics according
to [3].

The robot’s grasping capabilities highly depend on the hands’ mechanical
structure, its sensors and, of course, the available computational power. More-
over, a robot has to be able to perform stable and flexible motions in order
to act in a dynamic environment, moving the whole body whenever necessary.
This is especially important if an object has to be grasped with both hands.
The presented dynamic control is integrated in a complete grasping behavior as
described in [8].

A detailed survey about the modeling of the grasping movement is demon-
strated in [3]. The general approach is to calculate the contact points first.
Extensive models and knowledge about the environment as well as the object
to be grasped are the basis for such calculations. The trajectory of the hands
in order to reach those points and the force to ideally hold the object are cal-
culated afterwards. Third, after adequately fixing the object further calculated
trajectories ensure that the object can be moved while staying fixed.

1.1 Outline

The remainder of the paper is structured as follows. At first we briefly outline the
hardware of the robot used. Thereby, we make a particular accent on its sensing
capabilities and its kinematic constraints. In the third section we present the
general design of the grasping algorithm and the dynamic control. In the fourth
part we show some experimental results benchmarking the control effectiveness
and we suggest some ideas where to address the further developments in the last
part.

2 Platform analysis

Nao robot is a humanoid robot produced by the French company Aldebaran
Robotics and is currently used in RoboCup competitions within the Standard
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Fig. 1. Humanoid robot Nao by Aldebaran Robotics equipped with additional force
sensors at its hands.

Platform League [1]. In this section we systematically analyze the available grasp-
ing abilities of the robot. At first we present the hardware, then we explore the
arm’s workspace and its constraints and finally we discuss its sensing capabilities.

2.1 Nao Robot

Nao robot has a very articulate body, it is 58cm of size and weighs about 4.8kg in-
cluding the battery. Each arm has four degrees of freedom describing a workspace
quite similar to the human arm’s one. The joints are actuated by DC motors and
the platform is equipped with a low power and low consumption Geode LX 800
processor with just 500 MHz. Since the CPU processing power is quite limited
compared to the robot’s physical structure, it is challenging to implement very
complex algorithms for motion controlling. Therefore simplicity in design is the
preferred approach. Figure 1 shows the robot Nao, while standing and while
grasping a ball.

Each of the joints is controlled by a PID controller. The API provides two
values for controlling each joint: target angle which should be reached and the
maximal electric current which is used to drive the joint. The last one is also
called stiffness of the joint, since it defines how hard the joint will try to reach
the requested position. Further details can be found in [5].

2.2 Sensors

The robot Nao is equipped with four force sensors on each foot, a gyroscope, an
accelerometer, two ultrasounds in the chest and two VGA cameras (operating
on a single bus) in the head. Each joint is equipped with sensors measuring the
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actual angular position and the electric current consumed by the motor. The
camera images can be received up to 30 times per second, while all other sensor
data, like joint’s positions and electric current, can be read every 10 ms. The
motion system requires a control signal at the same frame rate, i.e., every 10 ms,
to ensure the correct execution of the planned movements. The gyroscope and
the accelerometer can be used together with the feet’s force sensors for inferring
robot body’s posture, while ultrasounds can be used for inferring the position
of obstacles in the front of the robot. The camera provides information about
the surrounding environment that is very effective for navigation and object
recognition. In particular, visual sensing can be used to control the high level
parts of the grasping motion, like aligning the hands around the ball, which do
not require very high reactivity. In [8] the joint’s motor internal sensors were
chosen to estimate the force applied by the end effector. In order to be able
to grasp and lift objects with different shape, weight and sturdiness, the robot
has to adapt the applied force, receiving a sensor feedback if necessary. In our
research we apply additional force sensors instead of hands to be more precisely
and simulate a one dimensional haptic perception.

2.3 Physical Preconditions

A robot’s grasping ability is highly dependent on its kinematic constraints. These
are, among other things, determined by the reachable space of the robot’s hands.
The reachable space is usually defined as the set of points that can be reached
by its end effector, e.g., the hand, with respect to a reference frame of the
robot. In general, this space is defined by some basic physical constraints that
a humanoid robot has to satisfy during the motion, including the kinematic
constraint (e.g., the limits of joint angles; and the collision constraint) and the
balance constraint. We represent the reachable space by a three dimensional
grid, thereby we consider basically the positions of the end effector but not its
rotation. Figure 2 illustrates the reachability grid for a hand of the Nao robot.

Nao’s arms are equipped with four joints, two for the shoulder and two for
the elbow as shown in the Figure 1 (right). Both links can be controlled along
the roll, while the second joint controls the pitch and the yaw for the shoulder
and the elbow respectively. The end effectors can operate in relatively large
workspaces that are partially overlapping each other. However, such freedom of
movement is a further node of complexity for determining a successful grasping
pose, because the same point in the space can be reached in many ways that
differs only on the end effector orientation. To reduce complexity, we fixed one
joint, thereby the degrees of freedom of each arm reduced by one. We decided
to fix the yaw-joint of the elbow, because its fixation limits the robot at least.
The right grid in the Figure 2 was generated with a fixed yaw-joint in the elbow.
Considering the difference between the full and the restricted grid, shown in the
center of the Figure 2, it can be seen that only some positions behind the robot
are lost by this restriction.

An interesting challenge to overcome on the Nao robot is dealing with the
hand’s structure itself. In the used version the Nao robot typically owns passive
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Fig. 2. The reachable space of the Nao’s hand is approximated by a three dimensional
grid; (left) the theoretical reachable grid generated in simulation; (right) reachable
positions with the fixed yaw-joint in the elbow; (center) difference between both grids;

hand effectors, which are equipped with three fingers. The passive fingers of
the robot result in very irregular surfaces making the control of the object more
difficult. Therefore we replace the hands by flat gripping adapters, as described
in 2.2, with expanded material to have friction characteristics similar to human
skin. Additionally, force sensors were built into the adapters, which provide
better control of the exerted force.

3 Grasping Algorithm

In this section we illustrate some simple controllers used for implementing a
grasping motion. At first we show the system’s infrastructure and an outline of
the control mechanism, on the second part we discuss three possible regulators
and finally we provide some experimental data to better analyze the motion
control.

3.1 General Design

The whole grasping motion can be divided in two parts: approaching the object
and restraining it. The first part of the motion is needed to bring the item in
the hands’ reachability space and can be further decomposed in the tasks of
recognizing the object, reaching it and crouching. Once the target is reachable
the core of the grasp motion is executed. At first the hands are aligned to the
object and then they are moved in order to squeeze the target. This part of
the motion assumes as reference system the robot’s chest as visualized in the
Figure 3 (right).

The end effectors are driven by inverse kinematic, so the same point can
be reached with different arm configurations. This feature makes the motion
more general but introduces an extra degree of complexity due to the freedom
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Fig. 3. Geometry of the grasping motion: µC denote the center of the grasping motion
(e.g., estimated center of gravity of the ball), pL and pR are the desired points for the
hands.

of rotation of the arm. In fact, hand’s orientation is coupled with elbow’s orien-
tation making impossible having a direct influence on hand’s rotation without
modifying the end effector position, as already pointed out in Section 2.3.

As a consequence, an item may be approached using different arm configura-
tions but not all of them offer a convenient grasping surface. For this reason, the
elbow’s rotation is fixed for the duration of the entire grabbing motion, forcing
the hands to touch an object always on the side with the flat gripping adapters.
In this way the Nao’s arms can be seen as a big two fingered gripper.

Thus, we formulate the geometry of the grasping task as follows: in the first
step align the hands around the point µC ∈ R3, representing the center of the
object, with a certain distance ρ ∈ R+. In the second step close the hands
reducing the distance ρ between the hands and the point µC . Thus, the actual
target positions for the hands can be calculated as points with the distance ρ left
and right from µC , i.e., pL = µC +ρ ·e2 and pR = µC−ρ ·e2 for the right and left
hand respectively, whereas e2 = (0, 1, 0)T . The point µC is controlled by vision
and is used for choosing a useful spot where to grasp the object, since the hands
will be placed according to it. The distance ρ is driven by joint sensor feedback
and a mapping of the end effector force applied to the target: the smaller ρ the
bigger the force intensity. Figure 3 visualizes the geometrical configuration of
the grasping.

3.2 Dynamic Control

In this section we discuss an integrated controlling mechanism adapting dynam-
ically to the weight of the grasped object. This allows for grasping and lifting
objects having different weights. The main task here is to estimate the right force
which is needed to grasp the object. The trivial solution is, of course, to take
the maximum force available. However, this strategy is obviously very inefficient
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and may destroy fragile objects, e.g., a paper cup. Thus, our general strategy
for the grasping is: as soft as possible, but as strong as necessary.

The problem to determine the force necessary for grasping is stated in [2]
as one of the most important sub problems of the grasping task. As we already
discussed in [8] the calculation efforts for the estimation of the necessary grasping
force may become very high. The presented method costs only few calculations.

The whole controller consists mainly of two parts: controlling of the stiffness
and controlling of the distance between the hands. Both parts are designed in a
way allowing for them to be considered independently.

Stiffness The stiffness is controlled for each joint separately by a P-controller.
Thereby, the stiffness is locally determined to be proportional to the difference
between the requested and the measured angle of the joint. Formally, the stiffness
σ at a joint is determined by

σ = |α̂− α| · C

where α̂ is the measured angle and α the requested one. The constant C can be
determined experimentally.

I.e., the stiffness of a joint is reduced to a minimum in the case if the requested
angle position can be reached. However, if the joint is prevented from reaching
the requested position by some external force, the stiffness is increased and the
joint is working with more force against the external obstacle. Thus, each of the
joints is reacting locally according to an external force.

Distance between Hands In order to control the distance ρ between the robots
hands we use a threshold controller based on the force F measured at the hands
of the robot, i.e., the distance between the hands is successively reduced by a δ
until the force F exceeds a certain threshold M . By this we ensure that a certain
minimal force M is applied to the object during the grasping.

ρ(t) =

{
ρ(t− 1)− δ for F (t− 1) < M
ρ(t− 1) otherwise

Thereby, for each object with a different weight we need another appropriate
force in order to lift it, i.e., in particular we need for each object a different
threshold for the controller. This threshold can be estimated by the means of
the controlling electric current of the joints (cf. Section 2.2). The more load is on
a joint, the higher is the corresponding electric current. In particular, the pitch
joints of the shoulders appeared to be the best suitable for this estimation. This
is because they are the only arm joints in our grasping geometry which apply
vertical force to the object. Our experiments have shown that for the used test
objects a cubic dependency between the threshold M and the electric current is
sufficient, i.e., for the measured current IL and IR at the left and right shoulder
respectively we can write

M = max (IL, IR)
3 · C
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Fig. 4. Top row: robot is grasping a plastic bottle of coke with a weight of ca. 400g
which requires the maximal force the robot can apply; bottom row: grasping a paper
cup requires a gentle touch, a forceful grasp would deform the cup;

with an experimentally determined constant C. Intuitively, this rule means that
for a bigger weight of the object a larger grasping force is applied, i.e., the heavier
an object, the stronger the robot is grasping.

It should be remarked that the relation between the vertical lifting force
which is produced by the shoulder joints and the tangential force which is nec-
essary to hold the object between the hands strongly depends of the friction
between the hand palms and the object.

4 Experiments

To study the behavior of the integrated controller III-B an isolated scenario was
set up. The general robot’s task is to grasp and lift an object placed in front of
itself. For this challenge we use objects of different weights and consistencies. We
chose an empty coffee cup and a full cola plastic bottle as representative objects.
The cup weighs about 30g by the robot and can be crushed easily, whereas the
bottle is very sturdy and weighs approximately 500g.

The robot behavior in the experiment consists of three phases:

1. sit down and stretch the arms (positioned left and right of the object);
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2. clasp the hands around the object;
3. stand up with the grasped object and lifting it;

During the second and third phase the intrinsic grasp control mechanism is
active. The series of photographs shown in the Figure 4 illustrates the progress of
the experiment in which the robot lifts a bottle. Figure 5 visualizes some sensor
values, which were recorded during the experiment with the cup respectively
with the bottle. The upper graph shows the development of the force measured
on the hands of the robot, the center graph illustrates the development of the
controlling electric current measured at the shoulder pitch joints. For symmetric
reasons, in both cases the maximum is calculated between the left and the right
sensor. The vertical dashed lines separate the different phases of the grasping
motion.

At the end of the second phase you are able to spot the first contact with
the object in the image above, exactly in this moment the force increases for
the first time. The contact with the cup occurs earlier, because it has a slightly
larger radius than the bottle. In this example it can be clearly noticed how
the movement is adapted to different forms. In the third phase, the robot tries
to stand up while grasping the object. Concurrently the robot tries to lift the
object slightly with its arms. Therefore the shoulder pitch joints are actuated
(stretched) and we are able to measure the increasing controlling electric current.
If the object cannot be lifted the control current would increase steadily, which
can be observed in the middle graph of Figure 5.

The increase of the current leads to the reduction of the distance between
the hands and increases the force on the object. This strengthens the connection
between the object and hands. If the object is lifted the shoulder current will
not continue to increase and the force on the object remains on the current state
of the power in the shoulders.

This behavior can be observed very well in the top two graphs. In the case
of the cup (thin line) the current in the shoulders increases slightly till the cup
is lifted, whereas in the case of the bottle (thick line) the current increases more
significantly, with the result that the force rises to about 8N and the friction
between the hand and the bottle is large enough to lift it.

In this way just as much force is exerted as needed to generate the necessary
friction for lifting, thereby a behavior is originated that allows a lifting of light
and heavy objects with a minimum effort. That means the robot does not spend
more force than necessary. Another aspect is that in this way light and fragile
items, such as a cup, are not deformed or even broken.

5 Conclusions and Future Work

Grasping is still a hard task for a robot. As the main result of this paper an
algorithm was presented which enables a robot to grasp and control objects
with different weights. In the experimental setup the robot was able to lift a
fragile cup and a comparably heavy bottle. The most remarkable aspect is the
actuation of the arms while grasping the objects. By measuring the controlling
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Fig. 5. Sensory data of the robot Nao recorded while lifting two different objects:
a light paper cup (thin line) and a full plastic bottle of coke 0,5L (thick line). At
the top the progress of the force measured at the hands of the robot can be seen,
thereby the maximum of both hands is plotted. The middle plot illustrates the electric
current measured at the pitch joints of the robots shoulders, again the maximum of
both shoulders is visualized. At least, the bottom graph shows the measured roll-angle
of the left shoulder (both shoulders are moved symmetrically, so it is enough to plot
only one angle). The vertical dashed lines separate the different phases of the grasping
motion.
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electric current at the shoulder joints, an estimation of the tangential force which
is applied to the arms is allowed. If the arms are not actuated the electric current
does not behave proportional regarding the object’s weight due to the friction
in the gears.

Our future research will focus on more general rules for the adaptation and for
a more precise estimation of the object’s weight. In particular, measurements of
other body joints, e.g., the electric current of the knee, could also be incorporated
in order to exploit redundancy and to archive a better estimation of the force.

Additionally, we are working on a compensation of the weight of the object
by balancing the body. In order to do this the force resistive sensors in the feet
of the robot could be used. Thinking ahead, we hope to enable the robot to
estimate the actual weight of an object with respect to its own by exactly that
kind of balancing. Last not least, it is intended to incorporate this knowledge in
its own kinematic model so that as a consequence, a robot is able to walk with
an object, e.g., a bottle, still compensating its weight and inertia.
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