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Department of Computer Science

Artificial Intelligence Laboratory

Humboldt-Universität zu Berlin

Unter den Linden 6

10099 Berlin, Germany

http://www.aiboteamhumboldt.com

Abstract— Robots perceiving its environment using cameras
usually need a good representation of how the camera is aligned
to the body and how the camera is rotated relative to the
ground. This is especially important for bearing-based distance
measurement. In this paper we show how to use reference
objects to improve vision-based distance measurements to
objects of unknown size. Several methods for different kinds of
reference objects are introduced. These are objects of known
size (like a ball), objects extending over the horizon (like goals
and beacons), and objects with known shape on the ground (like
field lines). We give a detailed description how to determine the
rotation of the robot’s camera relative to the ground, provide an
error-estimation for all methods and describe the experiments
we performed on an Aibo robot.

Index Terms— RoboCup, Aibo, mobile robots, robotic vision,
camera matrix, reference objects

I. INTRODUCTION

A main task in robotic vision is to determine the spatial

relations between the robot and the objects that surround it.

Usually the robot needs to know the angle and the distance

to certain objects in order to localize, navigate or do some

high-level planning. To determine the distance to an object is

easy when the size of the object and the focal length of the

camera are known. To determine the distance to an object

of unknown size is possible using the knowledge about the

height of the camera and the bearing to the point where the

object meets the ground. This bearing is given by the position

of the object in the image and the known orientation of the

camera relative to the ground. Unfortunately this orientation

is not known in a lot of cases. The calculation of the kine-

matic chain of a legged robot from the ground to the camera

is usually difficult as the exact contact points of the robot and

the ground are hard to determine. Additionally inaccuracies

in the joint angle sensors sum up the longer the kinematic

chain is. But also for wheeled robots the orientation of the

camera relative to the ground can be unknown, especially

when there is a suspension for the wheels. In this paper
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we show how to determine the orientation of the camera

using reference objects in the image and how to calculate the

distance to objects of unknown size. This work was inspired

by our experience in RoboCup where using the field lines to

localize a Sony Aibo was inaccurate due to large errors in the

orientation and position of the camera which are calculated

based on the sensor readings of the joint angles of the robot

and assumptions on the contact points of the legs with the

ground.

A. Related Work

There has been extensive work on the calibration of

camera parameters. Typically authors try to infer intrinisic

and extrinsic parameters of cameras using specially crafted

calibration objects. A lot of work has been put in to reduce

the complexity of this objects, i.e., their dimensionality or

rigidness of pattern [1], [2] or even allow completely other

objects for the parameter estimation [3]. RoboCup teams

have developed mechanisms to reduce the calibration time

after transport of robots [4] or to calibrate ceiling cameras

[5]. A lot of these methods involve off-line optimization

of the estimated parameters regarding projection errors. In

contrast to these methods our approach focuses on deter-

mining the camera pose relative to the ground during the

operation of the robot. While intrinsic parameters do not

change during operation, the extrinsic parameters of the

camera are usually hard to determine using proprioception in

a highly dynamic environment like RoboCup. We describe

how information from the camera images can be used to

determine the orientation of the camera and how additional

information from the joint sensors can be incorporated.

B. Outline

This paper is divided into several parts. In section II we

motivate our work by giving an error estimation for the bear-

ing based distance measurement approach. In section III we

describe several methods that determine the camera matrix by

means of visual information in order to determine distances

to other objects. In section IV we examine the robustness

2008 IEEE/RSJ International Conference on Intelligent Robots and Systems
Acropolis Convention Center
Nice, France, Sept, 22-26, 2008

978-1-4244-2058-2/08/$25.00 ©2008 IEEE. 3939



3940



3941



3942



y

y
T

~

A
B

-1

0

1

•

-1

-0.5

0

0.5

1

x

0

0.2

0.4

Error

-1

0

1

T

Fig. 6. (top) Camera rotated on its optical axes. (A) is the real coordinate
system of the camera, (B) is the not-rotated coordinate system. The
coordinate y is necessary for the calculation of the distance to an object.
However, the coordinate ỹ measured in the image differs from y in case

θ 6= 0. (bottom) Error |β̃ − β| caused by ignoring the camera roll θ. The
y-position is assumed as y = 1mm (nearly the maximal y-position on
the Aibo ERS7 camera chip) and the focal length as f = 3.5mm, θ and
x-position are varied

It is thus obvious that the extent of the rotation’s influence

depends on the distance between the centers of the image an

the ball. Figure 6 (left) illustrates above treatments.

With the notation used in section III-A we can denote

β = arccos

(

h − ρ

ρ
· sin (α)

)

+ arctan
ỹ

f
(14)

whereas f is the focal length of the camera. The Fig-

ure 6 (right) illustrates the errors in case θ 6= 0. As the figure

shows, the error can be neglected if the angle θ is near zero.

Thus, the method will yield acceptable results even though

the roll of the camera is ignored if the roll is small enough.

V. EXPERIMENTS

A number of experiments have been made with AIBO in

order to evaluate the outlined methods under real conditions.

A. Projection experiments

A good method to evaluate the accuracy of the camera

matrix is to project images to the ground plane. In this

subsection we describe two experiments using this methods.

The first experiment evaluates the camera matrix obtained

using the goal in images. In the second experiment a corner

of field lines is used to correct the robots neck tilt joint.

Ia) Ib) Ic)

IIa) IIb) IIc)

Fig. 8. This figure illustrates the correction of camera tilt by the means
of corners of the field lines. The situation from the view of an Aibo and
the perceptions of a corner projected to the ground are shown. In the first
experiment the hind legs of the Robot were lifted manually, thus the resulting
offset in the tilt angle can not be calculated from the joint data only. The
figures Ib) and Ic) show the projections of the corner based on the joint data
only, and using the corrected neck tilt respectively. IIb) and IIc) illustrate
analogous the not-corrected and corrected projections of the corner that was
seen while by robot while walking on a spot.

1) Testing accuracy of horizon-based tilt and roll estima-

tion: This experiment was performed in order to test the

accuracy of the horizon based methods outlined in the section

III-C and III-D.

In the setup of this experiment the robot is situated in the

center of the field and directed towards the blue goal. There

is a calibration grid right in front of the robot.

During the Experiment the robot runs on the spot, the

camera is directed towards the goal. The camera matrix

is calculated and the correction is applied by calculating

the tilt and roll angles with the help of the goal in the

image (according to the method outlined in section III-C).

Figure 7 (left) shows the situation viewed by the robot. The

image captured by the camera is projected to the ground

plane by means of both matrices (the one calculated by the

means of the kinematic chain and the corrected one).

Distortions occur if the values of the camera matrix do not

correspond to reality, i.e., the lengths of the edges are not

equal any more and the edges do not form a straight angle.

All these effects can be increasingly observed in the case

of a camera matrix that is calculated by means of joint data

(figure 7 (center)). There are no distortions, however, in the

case of the corrected matrix, as can be seen in the figure 7

(right).

2) Testing field line corner based tilt estimation: This

experiment consisted of two parts. In the first part the robot

was standing and looking straight ahead at a corner of

field lines. The robot’s hind legs were lifted manually by

approximately 10cm resulting in a body tilt of up to 30
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Fig. 9. AIBO is walking on a spot (position of the robot doesn’t change). The calculated distance to another robot by different methods is illustrated. (top)
The distance determined by means of the camera tilt calculated from the joint data is shown in comparison to the distance determined with the help of the
method using the size of the ball (outlined in the section III-A) and the method based on the horizon (outlined in the section III-C). (bottom) comparison
between the results of the method using the ball as reference object and the combination of this method with the knowledge of the kinematic chain as
described in section III-E.1
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Fig. 11. Humanoid robot is walking on a spot (position of the robot doesn’t
change). The calculated distance to a line point by two different methods
is illustrated. (black) Distance calculated using the Ball as reference object;
(gray) Distance calculated by the bearing based method using the joint-data;

distance was calculated using bearing-based and size-based

methods. As can be easily seen in the figure, the results

of the bearing based methods are highly oscillating. The

oscillations rise with growing distance dramatically (it can

be seen as experimental proof of the results outlined in

section II). Especially one can see that using the ball as

reference object promises much better results for calculating

the distance to an object compared to the bearing based

method using the camera tilt calculated from the sensor data.

In the next experiment we calculate the distance to a line

point with different methods while the robot is walking on

a spot. The distance is calculated by means of the bearing-

based method using the tilt angle calculated from the joint

data and using the the camera tilt calculated by using the

ball as reference object. The results can be seen in figure 11.

While the distance calculated without the correction is highly

fluctuating, the results of the corrected method are almost

stable.

VI. CONCLUSION

We showed several methods to determine the camera pose

of a robot relative to the ground using reference objects. This

can help to improve bearing-based distance measurements

significantly. Our work is relevant for all kinds of robots

with long kinematic chains or unknown contact points to

the ground as for these robots it is hard to determine the

orientation of the camera using proprioception. As we pro-

vided methods for different kinds of reference objects there

is a hight probability for a robot to see a suitable reference

object. Experiments on Aibo showed that the methods work

in practice.
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